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Abstract—In this paper, we study a mobile edge computing
(MEC) network supporting latency-critical tasks. Data informa-
tion generated at multiple devices are offloaded to and processed
at the MEC node. Each service in the network is divided into two
phases, i.e., a non-orthogonal multiple access (NOMA)-assisted
communication phase and a MEC server computation phase,
while the whole task offloading process is required to satisfy high-
reliability and low-latency. We characterize the overall service
error probability of the network, while taking into account the
finite blocklength (FBL) impacts on both the communication
and the queuing impacts on computation. Accordingly, a joint
optimal design is introduced to minimize the overall service
error probability by determining the phase lengths and transmit
power at NOMA users. In particular, the formulated problem is
nonconvex, for which a modified block coordinate descent method
is proposed in order to decompose the problem into sub-problems
which are characterized and solved efficiently. By means of
simulations, we validate our analytical model and evaluate the
considered network.

Index Terms—mobile edge computing, NOMA, finite block-
length, resource allocation.

I. INTRODUCTION

In future Internet of Things (IoT) networks, many devices
are expected to monitor, sense, and generate enormous data
that need to be processed timely for various smart industrial
applications [1]–[4]. However, the computation-intensive and
latency-critical tasks are unlikely to be handled by the resource
constrained and non-rechargeable IoT devices themselves. To
address this issue, mobile edge computing (MEC) is proposed,
where the servers, e.g., base station or access point, deployed
close to the users, could provide the computation services,
i.e., significantly shortening the transmission time cost in
comparison to a cloud computing. Despite of the enormous
advantages of MEC, the key challenge in MEC remains to be
the interplay between the communication and the computation
with respect to latency and energy constraints [5]–[7].

On the one hand, due to the difference in the transmis-
sion power of multiple IoT devices as well as the random
channel behavior, non-orthogonal multiple access (NOMA)
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is envisioned to be a promising solution that can further
improve the performance of MEC systems [8]. Compared to
conventional orthogonal multiple access (OMA) techniques,
the use of NOMA can greatly improve the spectrum utilization
by allowing users to share the radio resource block simulta-
neously in the power domain and thus, results in a higher
network throughput and further reduce latency in the MEC
network, especially there is a wide gap of the users’ channel
gains. Motivated by the benefit of NOMA in comparison to
OMA, it has received an increasing attention from the research
community. In [9], the authors proposed a NOMA-based opti-
mization framework via jointly optimizing the user clustering,
computing and communication resource allocation to improve
the energy efficiency. In addition, the authors in [10] jointly
consider a task offloading decision, local CPU frequency
scheduling, power control, MEC computation resource and
subchannel resource allocation to minimize the energy con-
sumption of all users. However, so far it is still an open issue
how the choices of communication and computation resource
allocation influence the reliability of the NOMA-assisted MEC
service, especially when an imperfect successive interference
cancellation (SIC) in the NOMA process is considered.

In particular, most of the aforementioned studies are based
on the ideal assumption of code words that transmissions are
arbitrarily reliable at the Shannon capacity with infinite block-
length (IBL). This is actually overoptimistic for MEC services
which usually require high reliability and low-latency. In fact,
a more accurate model for low-latency MEC networks is often
referred to as finite blocklength (FBL) model, with which the
closed-form expression of a maximum allowable coding rate is
provided by Polyanskiy et al. [11]. On this basis, FBL impacts
have been studied in many wireless networks, such as quality-
of-service (QoS) constrained downlink networks [12], multi-
hop relaying networks [13] and frequency-selective fading
channels [14]. Recently, in [15] the FBL performance of a
NOMA-assisted MEC network is investigated.

In addition to the FBL of the communication phase of a
MEC service, the time length/budget for computation is also
limited. For the multi-user case, where the server provides
computation power to multiple offloaded tasks, data may need
to wait in a buffer before it can be processed. Hence, it
is possible that the total computation time (including the
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Fig. 1. System Model

waiting time) violates the targeted delay, which is unknown
for the users. To this end, in [16], the authors investigated the
queues attended by a single server system and the queue time
distribution. In [17], the authors present results for the queue
with Poisson arrivals. It is worth noting that the reliability of
both communication and computation phase are related to their
respective delay tolerances, since the total offloading process
consists of wireless data transmission and task execution at
the server sides. Therefore, it is significant to investigate the
trade-off of the communication phase and computation phase
in the perspective of overall service reliability.

In this paper, we study the joint blocklength (in symbols)
and transmit power allocation for the considered MEC net-
work, where uplink-NOMA is carried out for data uploading
and the queue behavior of the MEC server is taken into
account. Following the characterization of the total error prob-
ability, we formulate an optimization problem that minimizes
such error probability. To address the issue of nonconvexity,
we decompose the original problem into two sub-problems and
address them independently. In those sub-problems, on one
hand, we reduce the dimension of the variables via exploiting
the interplay between communication and computation phases
with respect to the energy constraint. On the other hand, for
the first time, we analyze the joint convexity of decoding
error probability with respect to the transmit power of NOMA
users, and hence, provide the convexity of the corresponding
sub-problem. These sub-problems are solved iteratively, and
finally the (nearly) optimal solution of the original problem is
obtained.

The rest of the paper is organized as follows: The system
model is introduced in Section II. The reliability performance
of the considered network is derived in Section III. In Sec-
tion IV we propose our reliability-oriented design. We provide
simulation results in Section V. Finally, we conclude our work
in Section VI.

II. SYSTEM MODEL

We consider a MEC network, where two local users, e.g.,
sensor nodes, upload the local information to the base station
mounted with a server in an uplink NOMA manner via
a wireless link. For example, the applications relating to
industrial processes, which need to process their collected
data (e.g. video) from the sensors reliably and in real-time,
in order for their mission to proceed safely. The server
computes a task after receiving the local information belonging
to the same task from both users as the prerequisite input.
The computation results are for real-time control. Therefore,
it has a stringent delay requirement. In other words, the whole

offloading process, which consists of both communication
and computation phases, is demanded to be accomplished
before a given deadline of Tmax. Furthermore, we denote
by t1 the time duration of the communication phase for
both users [18]. And t2 is denoted as the time duration of
the computation phase, as shown in Fig. 1. It must holds
that T = t1 + t2 ≤ Tmax. Let Ts be the duration of one
symbol. Then, the total available blocklength can be written
as Mmax = Tmax

Ts
. Similarly, we have m1 = t1

Ts
and m2 = t2

Ts

as the corresponding blocklength of each phase, as well as the
blocklength constraint m1 +m2 ≤ Mmax.

Note that the NOMA scheme is carried out for the data
transmissions from the users to the server in the communica-
tion phase, i.e., user 1 and user 2 offload the data with size
of d1 and d2, respectively, via shared wireless channels. We
denote by p1 and p2 the transmit power of user 1 and user 2, re-
spectively. Since the total energy of the system is constrained,
the energy consumption should fulfill m1Ts(p1+p2) ≤ Emax,
where Emax is the maximal allowed energy consumption
and the energy of computation phase is fixed. We assume
that the channels experience block-fading, i.e., the channel
state is constant within the frame, but may vary in the next.
Furthermore, the channels from different users to the server
are assumed to be independent. In particular, let z1 and z2 be
the channel power gains with path-loss for user 1 and user 2,
respectively. Then, after the transmissions, the server receives
the signal y as follows:

y =
√
z1p1x1 +

√
z2p2x2 + w, (1)

where w ∼ (0, σ2) represents the additive white Gaussian
noise (AWGN) with mean zero and variance σ2. In addition,
x1 and x2 are the users’ transmitted signals. Note that the
server always decodes the strong signal first. Therefore, for
the sake of clarity, we refer to the stronger user as user 2, i.e.,
z2p2 ≥ z1p1. After receiving signal y, the server first attempts
to decode the signal x2 from the stronger user based on the
signal-to-interference-plus-noise ratio (SINR) expressed as

γ2|1 =
z2p2

z1p1 + σ2
≈ z2p2

z1p1
. (2)

The approximation is based on the assumption that compared
to interference the noise is low enough to be ignored. Once
user 2’s signal has been successfully decoded by the server, it
leverages SIC to extract signal x2 from y and decodes user 1’s
signal with the signal-to-noise ratio (SNR) (without interfer-
ence) given by γ1|1 = z1p1

σ2 . Note that communications based
on FBL codes may result in errors. Therefore, the assumption
of SIC always to be reliable does not hold. As a result, the
server has to decode the weak signal while the interference
is preserved, i.e., the SINR is given by γ1|2 = z1p1

z2p2.
. Recall

that the task requires the data from both user as mandatory
input. The computation can only start after both packets being
successfully decoded. Then, the task is put into the server’s
queue waiting to be proceeded. Clearly, the actual duration of
the computation phase depends on the waiting time and the
required workloads. Therefore, it is possible that it exceeds t2.
We investigate the possibility of such events to characterize the
error probability in the next section.
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III. END-TO-END RELIABILITY CHARACTERIZATION

In this section, we first characterize the error probability
of the task offloading of communication operating with FBL
codes. Subsequently, the computation error probability is char-
acterized by considering the queue time distribution. Finally,
we conduct the expression of the end-to-end error probability
of the considered NOMA-assisted MEC network.

A. Reliability of FBL Communication

Note that the blocklength is considered as finite due to the
demands of low latency. Therefore, the Shannon capacity is
longer accurate to characterize the FBL performance directly.
Therefore, the work in [11] investigated the relationship be-
tween transmission rate and error probability and provided a
closed-form expression of the (block) error probability:

ε=P(γ, d
m ,m)≈Q

(√
m

V (γ) (C(γ)−
d
m ) ln 2

)
, (3)

where C(γ) = log2(1 + γ) is the Shannon capacity and V (γ)
is the channel dispersion. It is worth noting that for a complex
AWGN channel it holds that V (γ) = 1 − (1 + γ)−2 [11].
In addition, Q(x) is the Q-function defined as Q(x) =∫∞
x

1√
2π

e−
t2

2 dt.
Recall that the signal of user 2 is always decoded with

interference according to (2). Then, we can characterize its
error probability as ε2|1 = P(γ2|1, d2,m1). Assuming that
the signal of user 2 is decoded correctly, in this condition,
the decoding error probability of user 1 can be expressed
as ε1|1 = P(γ1|1, d1,m1). Otherwise, i.e., if the previous
decoding fails, the error probability of user 1 is given by
ε1|2 = P(γ1|2, d1,m1).

Note that without SIC, the decoding will fail with a high
probability since γ1|2 is generally less than γ1|1, and is
considerably less than γ2|1. Based on this, for the probability
of decoding failure it holds that ε1|2 ≈ 1. In the light of this,
the overall decoding error probability for user 1 is expressed
as follows:

ε1−1 = (1− ε2|1)ε1|1 + ε2|1ε1|2 ≈ ε2|1 + ε1|1. (4)

Since the server first attempts to decode the signal from the
stronger user, i.e., user 2, so the error probability of decoding
user 2’s signal can be obtained directly, i.e.,ε1−2 = ε2|1. To
summarise, the error probability of the communication phase
is given by

ε1 = 1− (1− ε1−1)(1− ε1−2)

= ε1−1 + ε1−2 − ε1−1ε1−2.
(5)

B. Reliability Model in the Computation Phase

Then, we characterize the computation error of the MEC
server in the computation phase of time length t2. D is used to
denote the computing time. We assume that the server follows
the first-come-first-serve (FCFS) principle, i.e., tasks from the
two users are managed through a queue in a FCFS manner.
In general, when tasks arrive at the MEC server, due to the
limited computing capability of the MEC server, they cannot
be executed immediately, so they may wait in the queue for
further service. Therefore, the computing time at the MEC

server has two parts: task execution time and the latency
of queue (delay in waiting time in the queue buffer). We
consider the offloading task follows data-partition model [19].
We denote by c the workload of the server, computation power
is denoted by f and W is the queuing latency, which is
determined by the computation power f and the queue length
cw, i.e., W = cw

f . The computing time D can be given by

D =
c

f
+W, (6)

If the computing time exceeds the maximum allowable
time, a computation delay violation error will occur. We use
Pr (D ≥ t2) to express the probability that the computation
time exceeds t2. As a result, the probability of computation
error at the server is given by

ε2 = Pr (D ≥ t2) . (7)

Since the workloads and CPU-frequency of the MEC server
is usually definite, the distribution of the computing time is
related to the distribution of the waiting time W , i.e.,

ε2 = Pr (D ≥ t2) = Pr

(
W ≥ t2 −

c

f

)
. (8)

Note that the waiting time W is non-negative, for more
accurate analysis, a modified delay tolerance is introduced in
the computation phase, given by t̂2 = max

{
t2 − c

f , 0
}

, for

which we have ε2 = Pr
(
W ≥ t̂2

)
.

The arrival of the tasks at the queue of the server will
be processed following a Poisson process with an arrival
rate λ [20] since we assume that the server follows FCFS
principle. So the queue length cw of the server obey the
Poisson distribution. According to Little’s Law, the queuing
latency W also obeys the Poisson distribution [21] and in
linear correlation with cw. Moreover, the execution time c

f
is determined, i.e., the computing time also follows Poisson
distribution. Therefore, with λt̂2 given, the error probability
of computation phase can be given by

ε2 = (1− FW

(
t̂2
)
) = e−λt̂2 . (9)

Where FW (x) is the complementary cumulative distribution
function (CCDF) of the queue delay W .

C. End-to-End Error Probability
Note, that the whole service process includes two phases:

a communication phase and a computation phase. Therefore,
the service can complete successfully only when there is
no communication error and computation error occur on the
server. We denote by εo the end-to-end error probability, which
can be expressed as

εo = ε1 + ε2 − ε1ε2 ≈ 2ε2|1 + ε1|1 + ε2. (10)

The approximation tightly holds, since the product of ε1 and
ε2 is significantly lower than ε1 and ε2. Similarly, the product
of ε1−1 and ε1−2 is much smaller than ε1−1 and ε1−2.

IV. FRAMEWORK OPTIMIZATION

A. Problem Formulation
We aim at minimizing εo by jointly allocating the transmit

power p = {p1, p2} and the blocklength assigned to each
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phase m = {m1,m2}, i.e., the time phases t = {t1, t2}
Meanwhile, the total energy consumption constraint of users
and the total blocklength limitation should also be taken into
consideration. Then, the original optimization problem can be
formulated as

min
m,p

εo (11a)

s.t. m1Ts(p1 + p2) ≤ Emax, (11b)
m1 +m2 ≤ Mmax. (11c)

Note that (11c) is the constraint of total blocklength, which
can be expressed as t1 + t2 = (m1 +m2)Ts ≤ Tmax in time
domain.

B. Optimal solution of problem (11)

However, directly solving Problem (11) seems intractable
since it is a non-convex problem due to the non-convex
objective function as well as the energy constraint (11b) that
involves variable multiplications. To this end, we leverage
an interactive search method similar to the block coordinate
descent (BCD) optimizer [22].

In particular, in the k-th (k = 1, 2, 3, ...) iteration, we
optimize either blocklength m or transmit power p while
fixing the other. Then, we update the variable in the (k + 1)-
th iteration with the obtained solution in the previous k-th
iteration. The iteration keeps repeating until the stop criteria
is fulfilled, i.e., the gap between two iterations is lower
than the threshold. Therefore, in what follows, we investigate
the two sub-problems derived via decomposing the original
problem (11). The optimal solutions of those sub-problems
are provided via our analytical finding. Finally, we present
our proposed interactive algorithm to solve Problem (11).

First, we consider a sub-problem of the original prob-
lem (11) by fixing the power p as p(k−1) at k-th interaction,
denoted as P1(k). Hence, P1(k) can be expressed as

min
m

εo (12a)

s.t. p = p(k−1), (11b) and (11c). (12b)

We provide the following key lemma to address the problem

Lemma 1. The objective function of problem (12) is jointly
convex in m.

Proof. To prove the joint-convexity of εo in m, we show the
Hessian matrix of εo as follows:

H =

 ∂2εo
∂m2

1

∂2εo
∂m1∂m2

∂2εo
∂m2∂m1

∂2εo
∂m2

2

 . (13)

Recall that the overall error probability of the system can
be given by εo = 2ε2|1 + ε1|1 + ε2. Therefore, it is convex if
every component is also convex. First, ε2|1, ε1|1 only depends
on m1 and ε2 only depends on m2, i.e.,

∂2εo
∂m1∂m2

=
∂2εo

∂m2∂m1
= 0. (14)

Next, the upper-left element of H, i.e., the second derivative
of εo can be decomposed as

∂2εo
∂m2

1

= 2
∂2ε2|1

∂m2
1

+
∂2ε1|1

∂m2
1

+
∂2ε2
∂m2

1

. (15)

The second derivative of ε2|1 and the second derivative of ε1|1
can be demonstrated to be non-negative in [23].

Notice that ε2 is independent of m1, so ∂2ε2
∂m2

1
= 0. As a

result, we have

∂2εo
∂m2

1

= 2
∂2ε2|1

∂m2
1

+
∂2ε1|1

∂m2
1

+
∂2ε2
∂m2

1

≥ 0. (16)

And ∂2εo
∂m2

2
can be expressed as

∂2εo
∂m2

2

= λ2T 2
s e

(
−

λ2η2(m2− c
fTs

)Tsc

f ·m2

)
· η2

(
m2 −

c

fTs

)
≥ 0.

(17)
where η(x) is the unit step function, i.e., η(x) = 1 if x ≥ 0,
and η(x) = 0 otherwise.

As a result, we have

det(H) =
∂2εo
∂m2

1

∂2εo
∂m2

2

−
(

∂2εo
∂m1∂m2

)2

≥ 0. (18)

Thus, according to (16) and (18), the objective function of
problem (12) is jointly convex in m. ■

Note that the energy constraint (11b) is affine. According
to Lemma 1, Problem (12) is convex, and the optimal solution
can be efficiently obtained via standard convex programming
methods. We denote the corresponding optimal solution as
m(k).

Next, we fix m = m(k) and formulate another sub-problem
by optimizing p in the (k)-th iteration. Hence, the power
allocation sub-problem P2(k) can be expressed as

min
p

εo (19a)

s.t. m = m(k), (11b) and (11c). (19b)

However, Problem (19) is still nonconvex since the energy
constraint (11b) is not convex. To tackle this problem, we have
the following lemma by investigating its optimal condition:

Lemma 2. The optimal solutions to Problem (19), denoted by
p1

∗ and p2
∗, hold that p∗1 + p∗2 = Emax

m
(k)
1 Ts

.

Proof. We prove this lemma by contradiction. In particular,
assume there is an optimal solution p′ = {p′1, p′2} that holds
p′1 + p′2 + α = Emax

m
(k)
1 Ts

, where α > 0. Then, for any

other solutions p, it must hold ε(p) ≤ ε(p′) due to the
optimality. However, we can always construct another solu-

tion (p′′1 = p′1, p
′′
2 = p′2 + α) ∈

{
p1, p2 | p1 + p2 = Emax

m
(k)
1 Ts

}
,

which is also feasible. It is trivial to show that ε0 is de-
creasing in p2. Since p′′2 = p′2 + α > p′2, we can conclude
εo(p

′′
1 , p

′′
2) < εo(p

′
1, p

′
2). In other words, the assumption of p′

being optimal is contradicted. This completes the proof. ■
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∂2εo
∂p21

= 2
∂2ε2|1

∂p21
+

∂2ε1|1

∂p21
+

∂2ε2
∂p21

= 2

(
∂ε2|1

∂γ2|1

∂2γ2|1

∂ p21
+

∂2ε2|1

∂ γ2|12

(
∂γ2|1

∂ p1

)2
)

+
∂2ε1|1

∂γ2
1|1

z21
σ4

+ 0

≥ (
2√
2π

2 (Emax/ (m1Ts)) .

z1 (p1)
3

∂ω2|1

∂γ2|1
) · (ω2|1z1

∂ω2|1

∂γ2|1

(Emax/ (m1Ts))

z1 (p1)
2︸ ︷︷ ︸

>1

−2z2) +
∂2ε1|1

∂γ2
1|1

z21
σ4

z2≥z1
≥ 2√

2π

2z2 (Emax/ (m1Ts)) .

z1 (p1)
3 · (ω2|1

∂ω2|1

∂γ2|1

(Emax/ (m1Ts))

z1 (p1)
2 − 2︸ ︷︷ ︸

≥0

) +
∂2ε1|1

∂γ2
1|1

z21
σ4

≥ 0.

(20)

By exploiting Lemma 2, we can substitute p2 with Emax
m1TS

−
p1. Problem (19) can be further reformulated as

min
p1

εo (21a)

s.t. p2 =
Emax

m1TS
− p1, (21b)

m = m(k). (21c)

We have the following lemma to solve problem (21), denoted
as P̂2(k):

Lemma 3. Problem (21) is convex.

Proof. It is obvious that all constraints of Problem (21) are
affine. Therefore, in order to prove the convexity of Prob-
lem (21), we only need to focus on the convexity of the
objective function εo. For the overall error probability εo ,the
second derivative with respect to p1 is given as (20) on the
top of the page.

As a result, εo is convex in p1. In summary, both the ob-
jective function and constraints are convex, i.e., Problem (21)
is a convex optimization problem. ■

According to Lemma 3, similar to the previous sub-problem,
Problem (21) is also convex. And the convexity of the two
sub-problems still holds in multi-user scenarios. Thus, we can
obtain the optimal power allocation by efficiently solving it
via convex programming. This solution is served as the fixed
transmission power p(k). This process can be iterated in the
next, where we solve problem P1(k+1) by fixing p = p(k).
This iteration will continue until the stop criteria fulfills, i.e.,
ε(k)−ε(k−1) < θ, where θ > 0 is a given threshold depending
on the pre-defined resolution. Finally, we take m∗ = m(k) and
p∗ = p(k) as the solutions for original problem. Specially, to
initialize the iteration, we set p1(0) and p2

(0) to p
(0)
1 = p

(0)
2 =

Emax
MmaxTs

as the initial points. It is worth to mention that the
optimization of the powers can also be done entirely separately
with iterative search algorithm but the optimal solution can
not be obtained and the complexity of the algorithm is high.
However, the presented block coordinate descent algorithm is
simple to construct and is able to achieve a nearly optimal
solution with the complexity of O

(
(N)2 ln(1/δ)

)
, where δ

is the solution accuracy. The convergence of the algorithm is
ensured by the convexity of problem (12) and problem (19)
and the convergence speed is related to the complexity and
solution accuracy [22].

V. NUMERICAL RESULTS

In this section, numerical simulations are deployed to eval-
uate our analytical characterizations and the modified BCD
algorithm. The maximum allowable time Tmax is set as 0.1s.
Since we set the duration of one symbol as Ts = 0.25ms,
the corresponding total available blocklength is Mmax = 400
symbols. The maximum energy limitation of Emax = 400J
for the reliability-oriented scheme. For the offloading via the
wireless links, noise power σ2 = 0.001W , the two chan-
nels are assumed to experience independent and identically
distributed block Rayleigh fading and we set a unit average
channel gain (including path-loss). Assuming that the data size
is d1 = d2 = 375bits in each time frame. The arriving tasks
follows the Poisson arrivals with rate λ = 3 M cycles/s. For
MEC server execution, we set the CPU-frequency of the server
as f = 3 GHz and unless otherwise specified, the workloads
of the server is set as co = 24Mcycles. Exhaustive search is
set as the performance bound of our proposed algorithm.

We start with Fig. 2 to investigate the system’s performance
as the data size increases. The reliability of the system
decreases with the increasing data size regardless of different
settings of blocklength and energy constraint. We can see
that the performance of our algorithm nearly matches the
one of exhaustive search, which shows the advantage of our
proposed design. It is obvious that higher energy consumption
or blocklength budget correspond to lower error probability.
However, when the total energy constraint is relatively loose,
the reliability of the system does not decline significantly with
the data size improves. Fig. 2 shows the trade-off of block-
length and energy as well as the packet size with consideration
of system’s reliability, which is instructive for us to design the
system in practical situations, especially when the resources
are limited.

Then, in Fig. 3, we show the impact of another impor-
tant parameter, the noise power σ2 on the reliability of the
system. We can see that with the increase of noise power,
the reliability of the system decreases and the decreasing
speed gradually increases. At the same time, the performance
difference between our proposed algorithm and exhaustive
search is more and more obvious, since the ignorance of noise
power when we characterize SINR. Furthermore, although the
channel gains we set differ greatly, the system reliability gap
is not obvious. This is due to one of the advantages of the
NOMA technique exploiting the channel differences between
users. In practical scenarios, even if the channel condition of
one user occasionally becomes very poor, the interference to

113



6

200 250 300 350 400
10

-16

10
-14

10
-12

10
-10

10
-8

10
-6

10
-4

o

proposed design (M
max

=350,E
max

=400)

proposed design (M
max

=350,E
max

=800)

proposed design (M
max

=450,E
max

=400)

proposed design (M
max

=450,E
max

=800)

exhaustive search (M
max

=350,E
max

=400)

exhaustive search (M
max

=350,E
max

=800)

exhaustive search (M
max

=450,E
max

=400)

exhaustive search (M
max

=450,E
max

=800)

Fig. 2. The comparison of system’s reliability with the change of data
size under different setups of total blocklength and energy constraint. The
performance of our proposed design and exhaustive search are evaluated.
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channel gain. Evaluations of the performance between our proposed design
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Fig. 4. The influence of the CPU frequency on the system reliability with
various workloads. A comparison of our proposed design and exhaustive
search is shown.

the system’s reliability is limited compared to a traditional
OMA system.

Finally, we focus on the influence of CPU frequency on the
system’s overall error probability in Fig. 4. On the one hand,

as the CPU frequency becomes higher, the error probability
decreases gradually. And when the CPU frequency is limited,
the reliability of the system varies greatly with different setups
of workloads. In this case, the error probability of the system
mainly depends on the error probability in the computation
phase and when the workload is large, the execution time
increases and the computation delay violation error is more
likely to occur. On the other hand, when the CPU frequency is
relatively large, the system’s performance bottleneck depends
on communication.

VI. CONCLUSION

In this paper, we developed a reliability-optimal design for
a NOMA-assisted MEC system, where the blocklength for
the communication and computation phases and the transmit
power of each user were jointly optimized to minimize the
error probability. In order to solve the highly coupled non-
convex problem, we apply the BCD method to decompose the
original problem into a series of solvable problems and the
convexity of those problems were further proved. We evaluated
our analytical models and confirmed the advantages of the
proposed design via numerical simulations, which also show
that the proposed design nearly achieved the performance of
exhaustive search. The results of this approach give a series
of guidelines for a practical system design also showing the
effects of various setups. The results of our work will be used
to facilitate the studies on multi-user scenarios in our future
work.
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