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Abstract—While the deployment of 5G networks is going on
at a high pace, the research and industrial community have
already started looking into the next generation of cellular
networks, 6G. One of the main features envisioned in 6G are
multi-domain networks, where both public networks (owned by
cellular network operators) and private networks (owned by
different users/institutions) will be deployed and would need to
inter-operate in order to provide a satisfying level of service
to the users. However, as these networks are operated by
different entities, it is very challenging to provide end-to-end
guarantees to a user whose data traverse multiple networks
before reaching the destination, either in terms of the maximum
latency, minimum throughput, or reliability. In this work, we
focus on soft throughput guarantees. The approach we follow here
is to use statistical knowledge from the activity of users or their
data rate if the latter is constant, which can be obtained by the
corresponding networks, in other network domains to determine
the throughput range. We provide an analytical approach that
determines this range, depending on how narrow the range needs
to be. The evaluation is performed on input data from a publicly-
available dataset. Results show that the soft guarantees lead
to unchanged low-variability end-to-end throughput with more
efficient resource utilization (an improvement of 18%) than to
focus on strict rates and/or policies oblivious to other networks,
such as Round-robin.

Index Terms—6G, Campus networks, Performance guarantees,
Throughput, Multi-domain networks.
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I. INTRODUCTION

5G networks have been introduced and are currently being
deployed quickly to provide services that could not have been
offered before, pertaining to one of the three service types:
enhanced mobile broadband (eMBB) [1], ultra-reliable low-
latency communications (URRLC) [2], and massive machine-
type communications (mMTC) [3].

While significant performance improvements have been
reported with 5G [4], [5], [6], still there are applications,
such as holographic communications [7], for whose successful
operation the available 5G resources do not suffice. These
applications are very stringent in terms of the amount of
network resources required (bandwidth-hungry applications),
in terms of the time needed to deliver a packet (latency-
sensitive applications), or in terms of reliability.

The other aspect that 5G networks do not cover are multi-
domain networks [8], comprising several single-domain net-

works, known as campus networks [9]. These are private
networks, including Radio Access Network (RAN) and Core
Network (CN), not owned by the cellular operators, providing
network access within a university, hospital, etc. Therefore,
the research community backed up by industrial partners [8]
already started working on 6G networks, planned to be fully
operational by 2030 [10].

In line with the description of campus networks, 6G are
planned to be heterolithic in terms of the network “owners”
through which data traverse. Namely, the sender of the data
can be in a network owned by a cellular network operator.
The packets from the sender are transmitted via the wireless
interface to the Base Station (BS) that serves it, from where
the packets are forwarded to the CN. The receiver, on the
other hand, may be within the coverage area of a campus
network, not owned by the cellular operator, but by a private
entity. Therefore, these packets from the CN of the “transmitter
network” are forwarded through the Internet to the CN of the
campus network, from where they are further forwarded to the
corresponding BS of the campus network. Finally, the packets
are delivered to the receiver. This is illustrated in Fig. 1.

Given the different operators managing the “transmitter”
and “receiver” networks, providing any end-to-end perfor-
mance guarantees, either in terms of throughput, latency,
or reliability, in multi-domain networks can pose significant
challenges. For example, if there is a minimum data rate at
which an application needs to run, the transmitter experiencing
given channel conditions would require a given amount of
RAN resources to satisfy that data rate. The receiver, on the
other end of the communication path, will most probably
experience different channel conditions. Therefore, it will
require a different amount of resources to satisfy the end-
to-end rate requirement. However, it would be cumbersome
for different entities operating different campus networks to
exchange all the information on the channel conditions of
all their users, so that the data rates on the transmitter and
receiver network-side match. The other reason is that each
campus network needs to maintain its privacy by disclosing
only limited information to other campus networks.

The importance of matching data rates on both sides of the
communication process stems from the fact that the end-to-
end throughput is determined by the lowest data rate in the
cycle (path), i.e., by the bottleneck link. Therefore, providing978-3-948377-03-8/19/$31.00 ©2025 ITC
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Fig. 1. Illustrating how the communication process in a 6G network
comprising multiple campus networks and a classical (public) cellular network
could look like. The red curve depicts a path example of the communication.

a data rate that is much higher on one of the sides leads
to wasting resources as the throughput would be determined
anyway by the data rate on the bottleneck link. Given the ever
increasing number of these bandwidth-hungry applications and
the finite resources, it would be highly inefficient to allow such
a mismatch between the data rates on different ends of the
communication cycle.

On the other hand, matching data rates is very challenging
given the autonomous nature of the different network entities.
To reconcile for these opposing requirements, in this paper
we propose an approach which provides soft performance
guarantees in terms of throughput. Instead of going for a
strict rate, the data rates at both sides lie within a given
interval exploiting limited information from other campus
networks. This information can be the distribution of the
number of active users within the network, which networks can
exchange among themselves. Another information that could
be exchanged is the scheduling policy or the provided data
rate if it is constant. Then, knowing this information and the
resource allocation policy, the transmitter network can predict,
within some bounds, the values of the data rates at the receiver
(network) end. Based on that, the transmitter BS can decide on
the amount of resources to allocate to the transmitter. In this
way, there would be throughput guarantees provided jointly
with efficient utilization of network resources, where the latter
then can be used to serve more users. This approach can be
useful for the different network operating entities to better
use their resources. The main message of the paper is that
looking only at the distribution of the number of active users,
and allowing the data rate to be within a (usually narrow)
band can stabilize the end-to-end throughput and would lead
to significantly lower resource wastage. Specifically, our main
contributions can be summarized as:

• We propose an approach in which by only knowing the
distribution of the number of active users on the receiving
end of the multi-domain network one can determine the
range in which data rates will lie, where the central value
of the interval determines the end-to-end throughput.

• We propose an approach to determine the allocation
policy when at the receiver the scheduling policy changes.

• Using realistic simulations, we show the advantages our
approach brings in terms of both the throughput and
efficient resource utilization against benchmarks.

II. PROBLEM FORMULATION

In this section, we present first the system model. This is
followed by the problem setup.

A. System model

We consider a multi-domain network, consisting of multiple
campus networks. This is illustrated in Fig. 1. In general,
each campus network is operated by a different entity, and
comprises the RAN and CN part, i.e., their operation resem-
bles that of a traditional cellular network. In general, there
can be multiple BSs associated with the unique CN in the
same campus network. While the communication is between
transmitters and receivers of the same campus network, there
are no changes in the operation compared to traditional cellular
networks. The challenge is faced when the receiver is within
the coverage area of another campus network. In that case
the CN of the transmitter-side network forwards through the
Internet the data to the CN of the receiving-side network,
which further forwards them to the corresponding BS by which
the receiver is being served. This closes the one-way direction
of the process (shown with the red curve in Fig. 1).

There are |N | campus networks. Within each campus net-
work, we assume there are multiple BSs. The set of BSs within
campus network i is Mi. We consider mobile users, referred
to as User Equipment (UE), within the coverage areas of each
BS. The focus is both on the uplink and downlink. The set
of active users within BS j belonging to campus network i is
denoted by Li,j .

Each campus network has its own set of frequencies, and we
assume that each BS operates on a fixed set of frequencies.1 In
all BSs, the Physical Resource Blocks (PRBs) are used as the
unit of resource allocation on a per-slot basis [11]. Each PRB
consists of 12 subcarriers. The slot duration is a function of
the subcarrier spacing. Specifically, if the subcarrier spacing
is 15 kHz (PRB width of 180 kHz), the slot duration is 1 ms.
If the subcarrier spacing is 30 kHz (PRB width of 360 kHz),
the corresponding slot duration is 0.5 ms. The slot duration
decreases further (2×) when switching to subcarrier spacing
of 60 kHz, and another 2× when switching to 120 kHz [11].2

Different PRBs are assigned to different UEs within a slot.
The assignment varies across slots. Consequently, scheduling
needs to be performed across two dimensions, frequency and
time. In total, there are K available PRBs in each BS of any
campus network.3

1Nevertheless, having varying frequencies for a BS across time can be
captured by our approach.

2As still there are no indications regarding actual structural changes in the
resource allocation process in 6G, for that part in this work we use the notions
from 5G.

3The analysis can be extended to different number of PRBs across different
BSs/different campus networks.
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UEs experience different channel conditions across different
PRBs even within the same slot. This is captured by the
parameter known as Channel Quality Indicator (CQI) [12],
which attains values in the range 1−15, with higher values for
the better channel conditions. Because of the UE mobility and
time-varying nature of the channels, per-PRB CQI (which is
a function of Signal-to-Interference-Plus-Noise-Ratio (SINR))
changes from one slot to another, whose value depending on
the Modulation and Coding Scheme (MCS) used sets the per-
PRB rate [1]. To maintain analytical tractability, a simplifying
assumption is made in this paper. Specifically, we assume
that the BS splits the transmission power equally among all
PRBs it transmits on, and that the channel characteristics for
a UE remain static across all PRBs (identical CQI over all
PRBs for a given UE), but change randomly (according to
some distribution) from one slot to another, and are mutually
independent among UEs (i.e., we are dealing with UEs with
heterogeneous channel conditions). These assumptions reduce
the resource allocation problem to the number of allocated
PRBs and not to which PRBs are assigned to a UE.

The previous assumptions imply that in every slot, UE
(i, j, k)4, where i ∈ N , j ∈ Mi, k ∈ Li,j will have a per-
PRB rate Ri,j,k, i.e., the rate each assigned PRB brings to a
UE. This per-PRB rate can be modeled as a discrete random
variable with values in {r1, r2, . . . , r15} (because of the 15
possible values of CQI), such that r1 < r2 < . . . < r15,
with a Probability Mass Function (PMF) pRi,j,k

(x), which is
a function of UE (i, j, k)’s CQI over time.

User activity: Users change their activity from idle to
active. To capture this, we introduce the Bernoulli random
variable with probability qi,j,k for UE (i, j, k). These values
are independent across slots, users, BSs, and campus networks.

B. Problem setup

Given the lack of control and complete knowledge of the
topology over the network of the receiver situated in a different
campus network, the transmitter-network will not be able to
infer the exact rate at which the data will reach the receiver.
Therefore, as already mentioned in Section I, in this paper we
consider soft throughput guarantees that should be provided
to a communication session. This is formally defined as:

Definition 1. The range of the data rate values in the uncon-
trollable network, i.e., the soft guarantee for the throughput,
is [(1 − θ)U, (1 + θ)U ], where U is the central value of the
range, whereas θ is the maximum deviation ratio.

The value of the deviation ratio, θ, is usually small, and is
controlled by the operator and determines the level of softness
of the throughput guarantee.

There are two approaches in terms of the strictness of
providing the soft throughput. In the first, the data rates should
always fall within the interval [(1 − θ)U, (1 + θ)U ]. In the
second, for the vast majority of time the data rate should be

4We denote every UE with the ordered pair (i, j, k), where i stands for the
campus network, whereas j denotes the BS that provides service to user k.

within the aforementioned interval, and rarely the rate would
be below the lower bound, (1− θ)U . The ratio of time when
the achieved data rate is not within the targeted interval is
known as the outage probability, and is denoted by ϵ. In this
paper, we follow the latter approach. The rationale behind this
decision lies in the fact that it was already shown, in a different
context [13], that relaxing the requirement of providing the
rate from the targeted interval by only a small outage leads to
considerably higher values of the lower and upper boundaries
of the targeted interval. To summarize:

Definition 2. The soft guarantee [(1− θ)U, (1 + θ)]U should
be provided for (1− ϵ) · 100% of the time.

In the next section, we provide the analysis of determining
the central value of the targeted interval, U .

III. ANALYSIS

The first step is to describe analytically the requirement for
the soft throughput guarantee, and specifically its relation with
the outage probability. In this section, we focus on a single UE
as a transmitter in one campus network, and another UE as
a receiver in another campus network, both sharing resources
from their respective campus networks. Therefore, to simplify
the notation, we replace the index (i, j, k) describing every
user with the index t for the transmitting UE, and the receiving
UE by the index r. Another assumption that we make in this
section is that on the receiver side (the downlink) the resources
by the BS of a campus network are allocated in a Round-
robin fashion, although any other resource allocation policy
can be captured by our approach. With the above changes and
assumptions in mind, the soft throughput guarantee can be
expressed as

P

(
(1− θ)U ≤ KrRr

Mr
≤ (1 + θ)U

)
≥ 1− ϵ, (1)

where Kr

Mr
denotes the amount of allocated resources (i.e.,

number of PRBs) to the user of interest, given the Round-robin
resource allocation policy at the receiving network.5 Note that
there are two random variables in this constraint: Rr (per-
PRB rate) and Mr (the number of active users in a slot at the
receiver campus network), and the unknown to be determined
is the maximum possible U that does not violate (1).

Given that data rates on the backhaul link (the link be-
tween the BS and the CN) and at the CN are considerably
higher than in RAN [14], the overall throughput would be
determined by the bottleneck link between the transmitting-
node RAN and receiving-node RAN. Given that for most of
the time the guaranteed rate in the receiving end is in the
range [(1 − θ)U, (1 + θ)U ], the controllable data rate at the
transmitting side should be tailored to that same range, i.e.,
the data rate at the transmitter part, KtRt, should be within

[(1− θ)U, (1 + θ)U ], (2)

5In fact, the number of assigned PRBs is an integer, and the more correct
notation would be to use the floor function. Nevertheless, in order to simplify
the notation, we omit the floor function in relation to the number of PRBs.
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where Kt denotes the number of allocated PRBs to the
transmitter by the corresponding BS of the transmitting-side
campus network, whereas Rt, in line with simplifying the
notation already introduced for the receiver side, is the per-
PRB rate of the transmitter in the given slot. This implies
that the number of allocated PRBs to the transmitter in a slot
should be in the range

Kt ∈
[
(1− θ)U

Rt
,
(1 + θ)U

Rt

]
, (3)

Note that the highest loss due to the mismatch between the
transmitter and receiver is 2θU .

In order to fully describe the resource allocation policy on
the uplink of the transmitting campus network side, i.e., (3),
we need to determine the value of U . As a first step, (1)
transforms into

P

(
KrRr

Mr
≤ (1 + θ)U

)
− P

(
KrRr

Mr
< (1− θ)U

)
≥ 1− ϵ.

(4)
Next, we proceed with deriving the two terms of the left-hand
side (LHS) of (4). The first LHS term reduces to

P

(
KrRr

Mr
≤ (1 + θ)U

)
= P

(
Rr

Mr
≤ (1 + θ)U

Kr

)
. (5)

Note that there are two random variables in (5), Rr and Mr.
Therefore, we need to condition upon one of the random
variables. After conditioning upon the random variable Mr,
(5) transforms into

nr∑
j=1

P

(
Rr

Mr
≤ (1 + θ)U

Kr

∣∣∣∣Mr = j

)
P(Mr = j), (6)

where nr denotes the scenario when all the users at the
receiver-side BS are active, i.e., it is the number of all
users currently residing within the coverage area of that BS.
Denoting the PMF of the number of active UEs on the receiver
campus network side by pMr (j) = P(Mr = j), after some
calculus, we obtain

nr∑
j=1

P

(
Rr

j
≤ (1 + θ)U

Kr

)
pMr

(j) =

nr∑
j=1

P

(
Rr ≤ j(1 + θ)U

Kr

)
pMr

(j). (7)

Substituting (7) into (5), the following relation is obtained:

P

(
KrRr

Mr
≤ (1 + θ)U

)
=

nr∑
j=1

FRr

(
j(1 + θ)U

Kr

)
pMr (j),

(8)
where FRr

is the Cumulative Distribution Function (CDF) of
the per-PRB rate of the receiver UE.

For the second LHS term of (4), we have

P

(
KrRr

Mr
< (1− θ)U

)
= P

(
KrRr

Mr
≤ (1− θ)U

)
−

P

(
KrRr

Mr
= (1− θ)U

)
. (9)

Further, we need to determine the two right-hand size (RHS)
terms of (9). In that direction, the first RHS term, using a
similar procedure as when deriving (8), yields

P

(
KrRr

Mr
≤ (1− θ)U

)
=

nr∑
j=1

FRr

(
j(1− θ)U

Kr

)
pMr

(j).

(10)
Following a similar procedure for the second RHS term of (9),
with the distinction that it is a PMF and not a CDF, it follows
that

P

(
KrRr

Mr
= (1− θ)U

)
=

nr∑
j=1

pRr

(
j(1− θ)U

Kr

)
pMr

(j).

(11)
The last missing piece of the puzzle is the PMF of the number
of active users currently being active at the receiving-node BS,
i.e., pMr

(j). Since Mr is the sum of Bernoulli distributions
with different probabilities, qi,j,k (or its short version qi), then
Mr is subject to Poisson’s Binomial distribution [15]. For this
distribution, the probability of having j active users in a given
slot is [15]

pMr (j) = P(Mr = j) =
∑
A∈Fj

∏
i∈A

qi
∏

k∈AC

(1− qk). (12)

In (12), Fj is the set of all subsets of j users that can be
selected from {1, . . . , nr}. As an example, if nr = 3, for
j = 2, A2 = {{1, 2}, {1, 3}, {2, 3}}. AC is the complement
of set A. Fj contains

(
nr

j

)
elements. Given the large number of

possible combinations, it is difficult to compute (12) for large
nr. Nevertheless, there are ways to simplify the computation of
the PMF pMr (j) when none of the users is active at all times,
which is a reasonable assumption. Due to space limitations,
we refer the interested reader to [16] for more details on this.

Finally, substituting (12) into (8), (10), and (11), and the
latter three equations into (4), we obtain:

Result 1. The resource allocation policy at the transmitter
(i.e., in the uplink) that provides soft throughput guarantees
in a multi-domain network setup in a slot is given by (3), where
U is obtained numerically as the largest value that satisfies
the inequality

nr∑
j=1

[
FRr

(
j(1 + θ)U

Kr

)
− FRr

(
j(1− θ)U

Kr

)
+

pRr

(
j(1− θ)U

Kr

)] ∑
A∈Fj

∏
i∈A

qi
∏

k∈AC

(1− qk) ≥ 1− ϵ. (13)

While Result 1 is obtained numerically, the advantage of
our approach is that inequality (13) needs to be computed
only once (at the beginning) and then it is used across different
slots. Nevertheless, this is a dynamic resource allocation policy
due to the varying per-PRB rate (CQI changes in every slot
in general), Rt, in (3).

The question that arises next is how to determine the exact
Kt from the range (3) in a slot? Having the soft throughput
guarantee and allowing the operator to choose the value from
a range, instead of a fixed value, is an extra degree of freedom
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our approach offers. The operator, depending on the channel
conditions of the users, will compute the required resources for
each UE, and if the request for resources is high, the operator
will simply provide the rate (1 − θ)U in that slot to the UE
of interest. If resources are sufficient to satisfy the level of
service for everyone, the operator can provide a higher rate
(up to (1+θ)U ) to the UE of interest. In Section IV (Result 2),
we propose an approach on how to determine what rate (and
hence what Kt) from the feasible interval to provide in a slot
depending on the average number of allowed PRBs for a UE.

IV. CONSIDERATION OF OTHER ALLOCATION POLICIES

In the analysis in the previous section, the resource alloca-
tion policy at the campus network of the receiver was Round-
robin. In this section, we turn our attention to another resource
allocation policy. Now, the assumption is that at the receiver
campus network, the users are guaranteed a constant rate for
almost 100% of the time. This rate is known as consistent
rate [17].6 Let us denote this data rate as Uc(ϵ).

There are two ways to determine Uc(ϵ) at the BS of
the receiver campus network. In the first, the user can be
guaranteed this rate in line with the Service Level Agreement
with the operator. The other way would be the operator, based
on the number of users within a given BS and their channel
conditions, to derive the maximum value of this consistent
rate for a given outage probability ϵ. For more details, the
interested reader is referred to [17].

In line with the principal requirement in this work, that
of soft performance guarantees for the throughput, the first
allocation policy that we consider on the transmitter campus
network is the one that provides the same consistent rate as
in the receiver network, Uc(ϵ). If at the transmitter campus
network, there are more favorable conditions in terms of the
resources, stemming from fewer users and/or better channel
conditions, providing a higher consistent rate than Uc(ϵ)
is not a problem. In that case, the BS at the transmitter
campus network will simply provide the necessary resources to
maintain Uc(ϵ). This would be a hard performance guarantee.
Here, we will focus on the more challenging scenario, the one
when there are not always sufficient resources to provide Uc(ϵ)
at the transmitter side.

Depending on the channel conditions of a user in a given
slot, the required number of PRBs to provide Uc(ϵ) to that
user is Uc(ϵ)

rl
, where l is the CQI value of the user in a slot.

As CQI can obtain one out of 15 possible values, the required
number of PRBs to provide Uc(ϵ) in a slot is from the set{

Uc(ϵ)

r15
,
Uc(ϵ)

r14
, . . . ,

Uc(ϵ)

r1

}
.

In the setup with non-abundant resources, we assume that a
user can get at most Uc(ϵ)

r1
PRBs in a slot (the requirement to

experience a data rate of Uc(ϵ) with the worst possible channel

6It has been shown in [17] that relaxing the requirement to guarantee a
constant rate from 100% to 99% of the time increases the data rate consid-
erably. Therefore, in this subsection, as far as this approach is concerned, we
assume that a fixed data rate is provided with a probability of 1− ϵ.

conditions). The second assumption in this context is that on
average (over time) the user should not “spend” more than Km

PRBs. This would correspond to a flexible resource allocation
in which the operator would like to accommodate as many
users as possible while satisfying their traffic requirements. If
the consistent-rate policy is pursued in the transmitter campus
network, a user with a PMF of per-PRB rates of {p1, . . . , p15}
would need on average the following number of PRBs:

E[Kc] =
15∑
l=1

Uc(ϵ)

rl
pl = Uc(ϵ)

15∑
l=1

pl
rl
. (14)

As already mentioned, of interest and more challenging is
the scenario in which E[Kc] > Km. Therefore, in Section V,
we will compare the results of this consistent-rate approach
against those of our approach (its adapted version for the
transmitter campus network), when in the receiver campus
network a consistent-rate policy is used, described next.

According to the policy proposed in this work, when the
provided consistent rate Uc(ϵ) is provided at the receiver
campus network, at the transmitted campus network the data
rate should be in the range [(1−θ)Uc(ϵ), (1+θ)Uc(ϵ)] for 1−ϵ
of the time for a given allowed deviation ratio of θ.7 This leads
to the required number of PRBs for a rate rl, l = 1, . . . , 15,
to be in the range[

(1− θ)Uc(ϵ)

rl
,
(1 + θ)Uc(ϵ)

rl

]
. (15)

These assumptions entail the average required number of
PRBs to be in the range

(1− θ)Uc(ϵ)
15∑
l=1

pl
rl

≤ E[K] ≤ (1 + θ)Uc(ϵ)
15∑
l=1

pl
rl
. (16)

To have a reliable comparison of performances of both
approaches, we keep the same assumptions as previously, i.e.,
at most Uc(ϵ)

r1
PRBs can be assigned in a slot, and E[K] > Km.

To satisfy the latter requirement, in line with the nature of our
soft performance guarantee policy, we are allowed to reduce
the number of assigned PRBs for a given CQI of the user to
the lower bound of (15). The question that arises is how to
determine when to provide the lower bound of the data rate
(1− θ)Uc(ϵ)? The answer to this question can be obtained by
observing the factor pl

rl
for a user. Specifically, this factor for

a given CQI l determines the number of required PRBs, or
equivalently, by how much the average number of allocated
PRBs exceed Km. Hence, for a given user in a slot, the lower
bound of the data rate (1 − θ)Uc(ϵ) is provided for the CQI
values that yield a high pl

rl
. This policy can be summarized as:

Result 2. Let pl

rl
be ranked in descending order. Let us denote

the index of a term in this new array by j, implying that
j = 1 corresponds to the CQI with the highest pl

rl
. The rate

7Note that in this case U = Uc(ϵ).
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(1 − θ)Uc(ϵ) will be provided up to the CQIs (in the new
ranking) satisfying

max

j

∣∣∣∣∣∣(1− θ)Uc(ϵ)

j∑
k=1

pk
rk

+ Uc(ϵ)
15∑

k=j+1

pk
rk

≤ Km

 .

(17)
If after maximum j is determined from (17), the LHS is strictly
smaller than Km, the remaining resources are allocated to
the user for other CQIs (starting from j + 1) to provide a
rate higher than Uc(ϵ) until the average resource utilization
reaches Km.

Essentially, what Result 2 says is that after ranking the
CQIs according to the factor pl

rl
in descending order, the

data rate (1− θ)Uc(ϵ) is provided to the highest-ranked CQIs
from this new set until there are enough resources (Km) to
guarantee Uc(ϵ) for the remaining (lower ranked) CQIs. If
there are leftovers, then these lower-ranked CQIs will receive
a rate higher than Uc(ϵ), up to (1+ θ)Uc(ϵ), until the average
resource allocation reaches Km.

In Section V, we will show that our approach considerably
outperforms the consistent-rate approach in terms of efficient
resource utilization while increasing the variability of the data
rate insignificantly.

Other policies: Our approach is not confined only to policies
presented previously, but it can be used jointly with other
resource allocation policies in the receiver campus network as
well. However, due to space limitations we omit those policies
from further consideration in this work.

V. PERFORMANCE EVALUATION

In this section, first we describe the simulation setup. This
is followed by outcomes from our approach and comparisons
against benchmark models.

A. Simulation setup

In all the scenarios in this section, it is assumed that there
are six users both on the transmitter- and receiver-campus
network. There are two pairs of users that communicate in
this multi-domain network; w.l.o.g. let us assume that these are
user 1 at the transmission campus network and user 1 at the
receiver campus network as the first communication pair, and
user 2 at the transmission campus network with user 2 at the
receiver campus network making the second communication
pair. Their per-PRB rates and the corresponding PMFs are
given in Table I, and are adapted from a public dataset [18]
after some processing. Users are active at all times. As far as
the other users are concerned, the results we present here are
oblivious to their channel characteristics. Therefore, we omit
showing their statistics.

The slot duration is 0.5 ms, implying a subcarrier spacing
of 30 kHz. There are 12 subcarriers per PRB, leading to PRB
widths of 360 kHz. The number of PRBs on both campus
networks of interest is 273 [11]. The results are obtained from
simulations run on MATLAB R2024b.

B. Round-robin at the receiver campus network

In this section, we show the very inefficient nature of
Round-robin policy [11] in multi-domain networks8. To that
end, we consider the communication between user 1 at the
transmitter campus network and user 1 at the receiver campus
network. Each one of them receives 1/6 of the available PRBs
at their campus networks. The evolution of their data rates
across a span of 150 slots is shown in Fig. 2. As can be
observed, the data rates of the transmitter are much higher
than those of the receiver. This is a consequence of much
better channel conditions of user 1 on the transmitter campus
network than of user 1 on the receiver side, where the former
experiences only channel conditions with very high values
of CQI. On the other hand, user 1 on the receiver campus
network experiences only channel conditions with medium
CQI values. Fig. 2 also depicts the expectations of the data
rates of these two users. This discrepancy in data rates leads to
a total throughput of only 21 Mbps (equal to the average data
rate in the bottleneck link, in this case in the receiver campus
network). This means that resources on the transmitter campus
network are not used efficiently.

Fig. 3 shows the evolution of data rates and their expec-
tations for the other communication pair considered in this
section, that of user 2 on the transmission campus network
and user 2 on the receiver campus network. As user 2 on the
transmission campus network experiences much better channel
conditions than its counterpart in the receiver campus network,
there is a considerable mismatch in the data rates between
this communication pair as well. The throughput in this case
is 24 Mbps, implying again that resource allocation at the
transmitter campus network is not used efficiently.

Next, we consider the performance when our approach,
presented in Section III, is used at the transmitter campus
network. On the receiver side, Round-robin is used. The
input parameters remain unchanged compared to the previous
scenarios. Fig. 4 depicts the evolution of the data rate of user
1 at the receiver campus network (red curve) and U (obtained
from (13)), where the latter pertains to user 1 at the transmitter
campus network. The value of the deviation ratio is θ = 0.2
and ϵ = 0. Around the value of U (and the same bounds
as for red curves) are the achievable rates for the transmitter
over time. We are not showing them in order not to make the
figure overcrowded. The data rates on both sides are much
more closely matched now, leading to the same throughput as
in Fig. 2, but with much more efficient utilization of network
resources. Those “saved” resources at the transmitter campus
network can be used to admit more users in the network or to
improve the quality of service for the remaining users at the
transmitter campus network.

Similar to Fig. 4, Fig. 5 portrays the data rate over a time
span of 150 slots for user pair 2. Again, our approach is

8Note that both benchmarks used for performance comparison in this paper
are in the original references [11] and [17] proposed in the context of single-
domain public cellular networks. We adapt them in this work, as this is the
first paper, to our best knowledge, that considers the throughput guarantees
in multi-domain networks.
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TABLE I
PER-PRB RATES AND THE CORRESPONDING PROBABILITIES FOR USERS 1 AND 2 ON THE TRANSMITTER CAMPUS NETWORK AND USERS 1 AND 2 ON

THE RECEIVER CAMPUS NETWORK.
R (kbps) 48 73.6 121.8 192.2 282 378 474.2 612 772.2 874.8 1063.8 1249.6 1448.4 1640.6 1778.4
p1,l (tr.) 0 0 0 0 0 0 0 0 0 0 0 0 0.4 0.4 0.2
p2,l (tr.) 0 0 0 0 0 0 0 0 0 0 0 0 0.3 0.3 0.4
p1,l (rec.) 0 0 0 0 0 0.4 0.4 0.2 0 0 0 0 0 0 0
p2,l (rec.) 0 0 0 0 0.01 0 0.49 0.49 0.01 0 0 0 0 0 0
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Fig. 2. The data rates at the transmitter (tr. 1) and
receiver sides (rec. 1) and their means with Round-
robin on both sides.
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Fig. 3. The data rates at the transmitter (tr. 2) and
receiver sides (rec. 2) and their means with Round-
robin on both sides.
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Fig. 4. The data rates at the transmitter (tr. 1)
and receiver (rec. 1), with resource allocation at the
transmitter according to our approach and Round-
robin at the receiver.

shown to yield the same throughput (24 Mbps) as with Round-
robin at both campus networks (see Fig. 3), but with saving
considerable amount of resources at the transmitter campus
network. The transmitter rates are bounded around the U value
(flat blue line), but are not shown here for the same reasons as
for Fig. 4. In this scenario, ϵ = 0.02 (hence the spike in Fig. 5).
Note that the same conclusion propagates across further slots,
but due to better visibility we show results only for 150 slots.

C. Consistent rate at the transmitter campus network

Next, we proceed with the consistent-rate policy [17] at the
transmitter campus network, while still having Round-robin as
the resource allocation policy at the receiver campus network.
The consistent rate is the maximum achievable data rate for
the transmitter campus network for ϵ = 0.01. Fig. 6 illustrates
the resource utilization, expressed as a percentage, of user
1 at the transmitter side and user 1 at the receiver side. As
can be observed, the resource utilization of the transmitter
user 1 is much lower than receiver user 1 (for the latter the
utilization is 100

6 % because there are six users on the receiver
campus network) due to the much better channel conditions of
transmitter user 1. Fig. 7 shows the results for communication
pair 2. Similar conclusions hold as for communication pair 1
from Fig. 6.

From the previous two results, the natural question that
arises is whether providing the strict performance guarantee
on the transmitter side is good enough in terms of efficient
utilization of network resources? It turns out that it is not. The
approach relying on soft performance guarantees proposed in
this paper provides better results, as will be shown next.

D. Consistent rate at the receiver campus network

Next, we compare the adapted version of our approach
against the consistent-rate approach at the transmitter campus

network, when at the receiver campus network the consistent-
rate policy is being used. To that end, we keep the same
two communication pairs as before. The consistent rate to be
provided at the receiver campus network is 30 Mbps, with
ϵ = 0.01. On the transmitter side, we determine the data
rates following Result 2. Table II shows the results for the
coefficient of variation of data rates at the transmitter side
with our policy for user 1 and user 2.9 The important takeaway
message from Table II is that for both users of interest on the
transmitter campus network the variability of the data rates is
very low, which is of high importance for users with stable
throughput requirements.

In Table II, the coefficients of variation of data rates with
the other two resource allocation approaches at the transmitter
side, consistent rate and Round-robin, are also shown. The
consistent-rate policy provides even lower values of the co-
efficient of variation of the data rates. This is expected as it
is inherent to this policy to provide a constant rate at almost
all times. Nevertheless, in the next scenario we show why
allowing a slightly higher variation in data rates pays off
in terms of resource allocation (by using our policy). The
Round-robin resource allocation yields the worst results in
terms of the variability, and the coefficient of variation with
this policy is simply the variation of per-PRB rate of a user.
The conclusions remain unchanged when varying the number
of available PRBs, and similar trends are observed for other
values of outage probability.

Having looked at the coefficient of variation of data rates
with different resource allocation policies at the transmitter
campus network, we proceed with investigating the excess of
violation of the average PRB cap, Km, when using our policy

9The coefficient of variation of a random variable is defined as the ratio of
the standard deviation and the expectation of that random variable.
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Fig. 5. The data rates at the transmitter (tr. 2)
and receiver (rec. 2), with resource allocation at the
transmitter according to our approach and Round-
robin at the receiver.
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Fig. 6. Resource utilization of user 1 at the trans-
mitter (consistent rate) and of user 1 at the receiver
(Round-robin).
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Fig. 7. Resource utilization of user 2 at the trans-
mitter (consistent rate) and of user 2 at the receiver
(Round- robin).

TABLE II
THE COEFFICIENT OF VARIATION FOR USERS 1 AND 2 AT THE

TRANSMISSION CAMPUS NETWORK WITH THREE POLICIES

Policy Our approach Consistent rate Round-robin
User 1 0.05 0.03 0.12
User 2 0.05 0.03 0.18
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Fig. 8. The excess ratio of the mean number of PRBs required for user 1
and Km at the transmission campus network as a function of the average
PRB cap Km for our policy and consistent-rate policy. The deviation ratio is
θ = 0.1, ϵ = 0.01, and the data rate Uc = 30 Mbps.

(Result 2), and comparing it with the results obtained from the
consistent-rate policy. As far as our policy is concerned, the
allowed deviation ratio is θ = 0.1 and ϵ = 0.01, with a central
value of 30 Mbps. Fig. 8 portrays the ratio of the average
number of allocated PRBs and Km, for different values of the
latter for user 1 on the transmission campus network. This is a
decreasing function in Km, as expected, because the more the
threshold is increased the more difficult to exceed it. In Fig. 8,
the curve corresponding to the consistent-rate policy for user 1
is also shown. The consistent-rate value is Uc = 30 Mbps for
ϵ = 0.01. As can be observed, the excess ratio of the threshold
Km with the consistent-rate policy is higher than with our
policy, up to 12%. This corroborates a more efficient resource
utilization in a multi-domain network with our approach than
with the consistent-rate policy. Similar results follow for user
2 on the transmission campus network as well.

Finally, we look at the excess ratio of the threshold Km for
user 2 on the transmission campus network when the deviation
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Fig. 9. The excess ratio of the mean number of PRBs required for user 2
and Km at the transmission campus network as a function of the average
PRB cap Km for our policy and consistent-rate policy. The deviation ratio is
θ = 0.15, ϵ = 0.01, and the data rate Uc = 30 Mbps.

ratio is increased to θ = 0.15. All the other parameters remain
unchanged compared to the previous scenario. Fig. 9 depicts
the results. Similarly to the previous scenario, our approach
considerably outperforms the consistent-rate policy by reduc-
ing the excess ratio by 18%. It is again a decreasing function
in Km. Another interesting observation is that increasing the
deviation ratio, θ, the gap between the two policies increases
further due to the less restrictive requirement on the data rate
at the transmitter side for our policy.

VI. RELATED WORK

The problem of providing performance guarantees in cellu-
lar networks across specific metrics of interest has been known
for a long time. In [19], the goal is to not exceed the maximum
latency for almost all of the packets of a user. Performance
guarantees in terms of reliability are considered in [20].

More related in spirit to this work, [17] and [21] focus on
providing hard throughput guarantees to users belonging to
the same and different use cases. For example, [17] proposes
consistent rates for vast majority of the time. Another outcome
from [17] is that relaxing the requirement on the time to guar-
antee the data rate from 100% of the time to a slightly lower
value leads to significant improvements in the achievable data
rates. However, this approach leads to an abundance of unused
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resources, which makes the operation of cellular operators
inefficient. While in [17] the analysis determines the maximum
achievable rate for all users (the same data rate to everyone),
in [21] the maximum achievable data rate is determined for
each user separately, depending on their channel conditions.
Furthermore, two approaches were considered in [21]. In the
first, resources are reserved for each user from the very begin-
ning, whereas in the second, the RAN resources are allocated
on the fly. The latter approach was less costly for the cellular
operators compared to [17]. However, despite the throughput
guarantees of the aforementioned works, they hold only for
single-domain networks, e.g., for public cellular networks,
where the operator has full knowledge of the topology in the
entire network across time. In the multi-domain network, this
is not the case and consequently, the results from these related
works cannot be applied.

To our best knowledge, there are no other works that tackle
the problem of providing throughput guarantees in a multi-
domain network setup. The closest work in spirit to ours
is [13], where depending on the channel statistics of all the
users, a range of values is determined with full resource
utilization. So, similarly to the current work, there is no fixed
data rate guaranteed, but it fluctuates across time between a
range of values, and depending on the width of the feasible
interval, the corresponding central data rate is determined.
However, the approach in [13] is valid only over single-
domain cellular networks where the same entity controls the
overall network. In contrast, in the current work we consider
the problem of providing throughput guarantees in a multi-
domain network where the transmitting-side network obtains
only partial information (on the distribution of the number of
active users in the receiving-side network) from other campus
networks. We perform the analysis that leads to the interval of
data rates, which can then be used to determine the resource
allocation policy on the transmitting side of the network.

VII. CONCLUSION

In this paper, we considered the problem of providing
soft throughput guarantees in multi-domain networks, where
the latter are managed by different operators. As different
operators have no control over other domains, we propose the
approach in which knowing the distribution of the number
of active users at the receiver BS or their data rate, if the
latter is constant for most of the time, the transmitter network
can determine the range of values of the data rate it needs to
provide, and based on that can perform the resource allocation
accordingly. We showed that this improves the performance in
terms of more efficient utilization of network resources than
insisting on traditional strict constant rates or Round-robin,
while preserving the end-to-end throughput.

As part of our future work, we plan to consider the problem
of providing end-to-end guarantees in terms of latency across
multi-domain networks.
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