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Abstract—We introduce the first model-based remote timing
attack that combines queueing theory and Bayesian classification
to infer service times of different classes of network requests.
Unlike empirical methods, our approach calculates the posterior
probability that an observed service time belongs to a target class,
enabling precise attack decisions with quantified confidence. Our
experiments on popular web applications and websites show that
our investigation is not just a theoretical exercise, because our
attack outperforms existing empirical approaches in terms of
standard performance figures.

I. INTRODUCTION

Remote timing attacks exploit response time variations to
infer private information [1], such as user tracking [2] and
authentication state [3]. Previous work relies on empirical
methods, lacking theoretical grounding. We propose a stochas-
tic modeling approach using queueing theory [4], [5] and
Bayesian inference to classify network requests from response
times, improving robustness by considering load variability.
We will focus on cross-site timing attacks, where attackers
use a victim’s browser to measure response times and infer
authentication state. Attacker reliance on response times faces
limitations due to service time variability under different
system loads. Experimental results (Fig. 1) from a WordPress
local setup demonstrate authentication-state inference feasibil-
ity under low load (ρ = 0.4), but distribution overlap at high
load (ρ = 0.7) makes the attack unreliable. To address this, we
estimate arrival (λ) and service rates (µ) from observed data
to derive service time distributions and a Bayesian classifier
uses these distributions for request classification.

II. CONTRIBUTION

Attack Description. Our attack operates in two phases:
exploration and exploitation. During the first one, the attacker
collects timing information about the target web application
at different times and for different classes of requests. The
exploitation phase leverages the information collected in the
exploration phase to build a stochastic model of the target
web application and actually mount the attack. In particular,
the attacker measures the response times of requests of an
unknown class and uses the model to reconstruct their class.

Queueing Model. The system is modeled using a
M/M/1/PS queueing model [6], leveraging the LST of the
waiting time distribution conditioned on a job’s deterministic
service time [7, Eq. (30)]. The latter expression is used to es-
timate the probability density of an observation of the waiting
time given an instance of the service time (τ ) and it depends
on the system parameters λ (arrival rate), µ (service rate).
This leads to the following steps: (i) discretizing empirical
service time distributions for both classes (ii) estimation of
the system parameters through observed response times, as

(a) µ = 40 j/s, ρ = 0.4 (b) µ = 40 j/s, ρ = 0.7

Fig. 1: Response time distributions with different ρ

TABLE I: Comparison with BakingTimer

Measure BakingTimer Our Attack

TPR 0.78 0.83
TNR 0.92 0.93
AR 0.37 0.06

direct measurement of system load is unavailable.
Statistical Model. Finally, we leverage Bayesian statistics to
answer the question: what is the likely class of a request given
an estimate of its service time? During our attack, we collect
a set of observations XA, and we apply Bayesian estimation
(Eq. (1)) to compute the probability that θ = τℓ, where τℓ is
the service time parameter of the ℓ − th class. Let Pθ be the
prior probability of parameter θ, assumed to be equiprobable
for all classes if no prior knowledge is available. According
to Bayesian statistics, the posterior probability of θ = τℓ, is:
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where G is a probability normalizing constant and
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NA |θ) is the likelihood function of the sequence.

Experimental Evaluation. We test our attack on 20 popular
websites from the Tranco ranking [8], comparing performance
with the state-of-the-art attack BakingTimer [3] on the true
positive rate (TPR), true negative rate (TNR), and abstention
rate (AR). The attack targets login state inference via cross-site
timing attacks. Tests are conducted at varying times to account
for server load, with averaged results presented in Table I.

III. CONCLUSION

We propose using stochastic models to enhance remote
timing attacks. Starting with a queueing model of the target
application, Bayesian statistics is employed to infer the class
of specific network requests. Compared to prior empirical
methods, our approach is more precise, provides quantitative
probability bounds, and requires fewer requests.
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