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Weakness of current Martingale bounds
▶ Martingale bounds usually consider the maximal value of a random walk, i.e.

W = max
n≥0

{X1 + · · ·+Xn}

with increments
Xn = Sn − Tn

satisfying E[Xn] < 0 for stability ((S)n being service times and (T )n being
inter-arrival times)

▶ W is the waiting time of an arbitrary job in steady state

▶ The technique used to construct tail bounds is based on the following observation

P[W > σ] = P[T < ∞]

with the stopping time

T := min {n : X1 + · · ·+Xn > σ}
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Weakness of current Martingale bounds

▶ Note that P[T = ∞] > 0 since E[Xn] < 0

▶ Now, to bound P[W > σ] we can construct the Martingale

Mn = eθ(X1+···+Xn)

where θ > 0 satisfies ϕ(θ) := E[eθX ] = 1 for the Moment-generating function
(MGF) ϕ(θ) of the increment X.

▶ Important properties of the stochastic process Mn:

▶ E[Mn+1 −Mn|Fn] = 0, ∀n with Fn = σ(M1, . . . ,Mn)

▶ E[M0] = E[MT] if T is a finite stopping time; note that T is random (OST)
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Weakness of current Martingale bounds
▶ Now, we can construct the tail bound on W for a GI/G/1 system as

1 = E[M0]

= E[MT1T<∞]

= E[eθ(X1+···+XT)1T<∞]

≥ E[eθσ1T<∞]

= eθσP[T < ∞]

= eθσP[W > σ]

▶ We now get the Kingman bound P[W > σ] < e−θσ with the specified θ that
satisfies ϕ(θ) = 1

▶ where does the error come from? (Observation from numerical evaluations: This
error becomes smaller at high utilization)

▶ what is the nature of the error? (→ A new problem: The overshoot problem)
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Weakness of current Martingale bounds - refined result

▶ We can construct a refined tail bound on W as

E[eθ(X1+···+XT)1T<∞] ≥ inf
x≥0

K(x)eθσP[T < ∞]

with K(x) := E[eθ(X1−x)|X1 ≥ x]

▶ We now get the Ross bound P[W > σ] < 1
infx≥0 K(x)e

−θσ which is sharper than

the previous bound as K(x) ≥ 1 ∀x ≥ 0

▶ the “error” in the construction persists
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Coarse treatment of the overshoot

▶ The weakness of the Martingale bound (Kingman version shown in the following)
lies in the coarse treatment of the dependency here

E[eθ(X1+···+XT)1T<∞] ≥ E[eθσ1T<∞]

▶ At the stopping time T the random walk overshoots σ, i.e., X1 + · · ·+XT > σ

▶ Make use of the overshoot, i.e., by how much does the random walk exceed σ

▶ We aim for a new approach to obtain

P[W > σ] = P[T < ∞] ≤ e−θσf(σ)
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A new hope and a short detour
▶ Wald’s Fundamental Identity: For a stopping time T and a non-negative random

variable Y (under some mild technical conditions) the following holds

Eθ[Y 1T<∞] = E[Y eθ(X1+···+XT)ϕ(θ)−T1T<∞]

where Eθ[·] is the expectation corresponding to Pθ which is a probability measure
defined from

Pn,θ(A) = E

[
eθ(X1+···+Xn)

ϕ(θ)n
1A

]
=

∫

A

eθ(X1+···+XT)

ϕ(θ)n
dPn

defined for every n ∈ N and to A ∈ Fn (change-of-measure).

▶ Note that if T = n and Y is measurable Fn

Eθ[Y ] = E[Y eθ(X1+···+Xn)ϕ(θ)−n]

and E[Y ] = Eθ[Y e−θ(X1+···+Xn)ϕ(θ)n]

© Amr Rizk | IKT LUH | Telescoping-Tightness Single-node Performance Bounds | 7/16



10 00

11 01

Breaking the dependency

▶ Now we can consider the dependency inside E[eθ(X1+···+XT)1T<∞] by utilizing
WFI with Y = 1

E[1T<∞] = Eθ[e
−θ(X1+···+XT)1T<∞]

▶ The key is to observe that T < ∞ a.s. on the probability measure Pθ

▶ Using the convexity of ϕ and ϕ(0) = ϕ(θ) = 1 we find that Eθ[X] > 0

▶ through Eθ[X] = E[XeθX ] = ϕ′(θ) > 0

▶ The change of measure reverses the sign of the drift Eθ[X] of the underlying
random walk

▶ thus Pθ[T < ∞] = 1

▶ Now we can write Eθ[e
−θ(X1+···+XT)1T<∞] = Eθ[e

−θ(X1+···+XT)]
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Exact expression of P [W > σ]

▶ The previous key observation allows us to express

P[W > σ] = Eθ[e
−θ(X1+···+XT)] = e−θσEθ[e

−θRσ ]

using the definition of the overshoot

Rσ = X1 + · · ·+XT − σ

▶ Given finite σ, we express the overshoots’s tail in terms of a union of disjoint
events as

{Rσ > x} =
⋃

n≥1

{
n∑

i=1

Xi > σ + x, max
1≤k≤n−1

k∑

i=1

Xi ≤ σ

}

for x > 0.

▶ Now we only need to compute Eθ[e
−θRσ ] !
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Exact expression of P [W > σ]

Theorem
The waiting time distribution satisfies

P[W > σ] = e−θσ

(
1−

∞∑

n=1

gn(σ)

)

for all σ > 0, where gn(σ) ≥ 0 are

gn(σ) := E
[(

eθ
∑n

i=1 Xi − eθσ
)
1T=n

]
∀n ≥ 1

= Eθ

[(
1− eθ(σ−

∑n
i=1 Xi)

)
1T=n

]
∀n ≥ 1

▶ Upper bounds on P[W > σ] follow by taking any number of terms gn(σ).
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Proof sketch
Fix σ ≥ 0

Eθ[e
−θRσ ] =

∫ 1

0
Pθ[e

−θRσ > y]dy

= 1−
∫ 1

0
Pθ[Rσ > z]θe−θzdz

= 1− Pθ[Rσ > Z]

= 1−
∞∑

n=1

gn(σ)

▶ The first step follows by rearrangement and the second follows from observing
that Z is an exponential random variable with parameter θ.

▶ The last step follows from the elementary expansion of the overshoot tail in terms
of a union of disjoint events
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How do we obtain gn(σ)? Per expansion of Rσ

gn(σ) = Pθ




n∑

i=1

Xi

︸ ︷︷ ︸
:=U

> σ + Z, max
1≤k≤n−1

k∑

i=1

Xi

︸ ︷︷ ︸
:=V

≤ σ




= E
[
eθU1U>σ+Z,V≤σ

]
(rewriting Eθ in terms of E)

= E
[
1V≤σE

[
eθU1U>σ+Z |Fn

]]
(1V ≤σ is measurable wrt. Fn)

▶ Term manipulation and similar arguments finds the conditional expectation

E
[
eθU1U>σ+Z |Fn

]
= 1U>σ

(
eθU − eθσ

)

leading to
gn(σ)=E

[(
eθ

∑n
i=1 Xi − eθσ

)
1{U>σ,V <σ}

]
=E

[(
eθ

∑n
i=1 Xi − eθσ

)
1T=n

]
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How do we compute gn(σ)?

Given gn(σ)=E
[(

eθ
∑n

i=1 Xi − eθσ
)
1T=n

]

▶ Observe the repetitive structure when ascending in n: First, one can compute

g1(σ)=E
[(

eθX1 − eθσ
)
1X1>σ

]

▶ Now one can write gn(σ) recursively by conditioning in terms of gn−1 as

gn(σ)=E
[
eX11X1≤σE[(e

θ(X2+···+Xn) − eθ(σ−X1))1A|X1]
]

=E
[
eX11X1≤σgn−1(σ −X1)

]

▶ The key to this recursion is computing the conditional expectation on X1 utilizing
the event A {

n∑

i=2

Xi > σ −X1, max
2≤k≤n−1

k∑

i=2

Xi ≤ σ −X1}

▶

▶
© Amr Rizk | IKT LUH | Telescoping-Tightness Single-node Performance Bounds | 13/16



10 00

11 01

Numerical Example: M/D/1 System

Consider an M/D/1 queue with Tn ∼ exp(λ) and deterministic service time S.

For σ < S, we compute g1(σ), g2(σ) to obtain the following bounds

▶ Using 1 term:

P[W > σ] ≤ 1− θ

λ+ θ
e−λ(S−σ)

▶ Using 2 terms:

P[W > σ] ≤ 1−(1+θSe−θS−e−2θS)e−λ(2S−σ)

C. Example: M/D/1

For numerical illustration we consider the M/D/1 queue
with Tn ∼ Exp(λ) and deterministic service time S. For σ <
S, we obtain by elementary integration the following bound
when using only the term g1(σ) in the sum from (12)

P(W > σ) ≤ 1− θ

λ+ θ
e−λ(S−σ) ,

where ρ := λS < 1 denotes the utilization factor. In turn, by
only using the first two terms, g1(σ) and g2(σ) we obtain

P(W > σ) ≤ 1−
(
1 + θSe−θS − e−2θS

)
e−λ(2S−σ) .

Similar bounds can be obtained for S ≤ σ < 2S; these are not
shown here for brevity. Fig. 1 shows the two sets of bounds
against the standard Ross bound and also simulations based
on 107 independent runs; we note that M/D/1 has an exact
result, yet it is subject to significant numerical complications
due to an underlying sum with nearly cancelling very-large
terms (see Iversen and Staalhagen [15]).
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Fig. 1: Waiting-time CCDF for M/D/1; λ = 0.02, S = 5,
ρ = 0.1

Besides the obvious improvement of Ross’ bound, the
crucial observation is that the gradual improvements appear
to decay exponentially. This is supported by the recursive
representation of gn(σ) from (10). Moreover, from the alter-
native representation from (9), the dominant terms in the sum∑

n gn(σ) are seemingly the first ones, given the positive drift
Eθ[X1] > 0. A fundamental open question is whether there
exists k ≥ 0 such that

∑
n≥k gn(σ) is an analytic series; if so,

then the first k terms from the sum would be largely sufficient
to shed most of numerical inaccuracies in Ross’ bound.

III. THE AR/G/1 QUEUE

Here we extend the GI/G/1 results to a queue with
non-renewal arrivals. We consider the case of an alternating
renewal (AR) process driven by a deterministic Markov chain
an with two states 1 and 2, i.e.,

P(an = 3− j | an−1 = j) = 1 ∀n ≥ 1, j ∈ {1, 2} .

In state j, the inter-arrivals form an iid sequence
(
T

(j)
n

)
n

with the same law as T (j); denote by Tn := T
(a(n))
n the inter-

arrival time at time n. The service times are denoted by the iid

sequence (Sn)n with the same law as S. Assume that P(a0 =
1) = .5 and the stability condition E[Xn] < 0 where Xn :=
Sn − Tn.

Denoting the MGFs ϕj(θ) = E
[
eθ(S−T (j))

]
for j ∈ {1, 2},

the light-tailed condition of the service times is slightly more
involved than in the GI/G/1 case. Indeed, assume that there
exist θj such that ϕj(θj) = 1 for j ∈ {1, 2}. Assuming without
loss of generality that θ1 ≤ θ2, we additionally assume that
ϕ1(θ2) < ∞. Using the continuity and convexity of ϕj(θ),
along with ϕj(0) = 0, it then follows that there exists θ ∈
[θ1, θ2] such that ϕ1(θ)ϕ2(θ) = 1.

In the following, similarly as in the GI/G/1 case, we seek a
suitable change-of-measure to reverse the sign of the expected
increment E[Xn]. Observe first that the process

Mn := han
eθ(X1+···+Xn)

is a martingale, where θ > 0 satisfies
√

E[e−θ(T (1)+T (2))]E[eθS ] = 1

according to the assumption of light-tailed service times, and

h1 := 1 and h2 :=

√
E[e−θT (1)

]

E[e−θT (2)
]
; note that h2 ≥ 1 according

to the earlier assumption that θ1 ≤ θ2. The proof follows
immediately from

E
[
han+1

eθ(Sn+1−Tn+1) | an
]
= han

∀n ≥ 1 .

The change-of-measure

Pn,θ(A) := E
[

Mn

E[M0]
1A

]

for A ∈ Fn = σ(a1, X1, . . . , an, Xn) entails the same prop-
erties as in the renewal case from § II, such as the existence
of Pθ on (Ω,F) and WFI

Eθ [Y 1T<∞] = E
[
Y

MT

E[M0]
1T<∞

]
(11)

for any stopping time T and any non-negative r.v. Y ≥ 0
prior to T ; a key reason is using a normalized martingale
with E

[
Mn

E[M0]

]
= 1 (see Asmussen [5], pp. 358–359).

Theorem 2. Under the above setting, the stationary waiting-
time distribution satisfies for all σ ≥ 0

P(W > σ) = e−θσ

(
h1 + h2

2
−

∞∑

n=1

gn(σ)

)
, (12)

where gn(σ) := Egn(σ, a0) and

gn(σ, j) := E
[(

han
eθ(X1+···+Xn) − eθσ

)
1{T=n} | a0 = j

]

for j ∈ {1, 2} and the standard stopping time

T := inf {n ≥ 1 : X1 + · · ·+Xn > σ} .

Proof. Fixing σ ≥ 0, WFI from (11) yields

P(W > σ) = E[1T<∞] = e−θσEθ

[
e−θRσ

haT

]
E[ha0 ] .
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▶ We observe that the gradual improvements appear to decay exponentially

▶ We conjecture that the dominant gn terms are the first ones due to the positive
drift
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Conclusion
▶ We reformulate single node queueing models, first, for GI/G/1 then for AR/G/1

and Markov fluid queues (in the paper)

▶ Telescoping-Tightness of the computed bounds through a cutoff
∑K

n=1 gn(σ)

▶ Find suitable change-of-measure to reverse the sign of the expected increment
E[X] (slightly different construction for GI/·/1 and Markov-modulated ones)

▶ Some models (e.g. M/D/1) have closed form solutions (rare & num. unstable)

▶ Numerical results show

▶ that the first few gn(σ) terms are sufficient

▶ non-monotonic behavior in σ (construction of gn(σ) for given σ)

▶ Open question: Given any specific queueing model, is there a K such that one
can analytically bound

∑
n>K gn(σ)?
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